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A PHASE-FIELD MODEL FOR MULTI-COMPONENT AND MULTI-PHASE SYSTEMS

ZASTOSOWANIE MODELU POL FAZOWYCH DLA UKLADOW WIELOFAZOWYCH, WIELOSKEADNIKOWYCH

An alternative phase-field model is presented for the simulation of microstructure evolution in polycrystalline materials
existing of multiple phases and components. The model is able to treat concurrently phase transformations, diffusion controlled
coarsening (Ostwald ripening) and grain growth. The equilibrium phase fractions and compositions are introduced using
appropriate thermodynamic Gibbs energy expressions. Furthermore, the model allows to specify the energy and mobility, and
their anisotropy, for each interface individually and the diffusion properties of the different phases. Simulation results are
discussed for the coarsening of a simplified Cu/Cu-Sn solder joint with CueSns-precipitates.
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Przedstawiono alternatywny model p6l fazowych zastosowany do symulacji zmian mikrostruktury w materiatach poli-
krystalicznych w ukladach wielofazowych i wielosktadnikowych. Zaproponowany model uwzglednia jednocze$nie przemiany
fazowe oraz kontrolowany dyfuzyjnie rozrost ziaren (tzw. dojrzewanie Ostwalda). Przedstawiono i przedyskutowano wyniki
uproszczonej symulacji przeprowadzonej dla pofaczenia lutownego Cu/Cu-Sn z wydzieleniem CugSns.

1. Introduction

Many materials of industrial relevance are
multi-component, consist of several phases with a differ-
ent crystal structure and/or several grains with a different
crystal orientation. Especially at elevated temperatures,
where grain boundary movement and diffusion are con-

siderable, the structures coarsen in time. Examples are .

grain growth and Ostwald ripening (both driven by
interfacial energy), and the growth of intermetallic pre-
cipitates in a supersaturated matrix or an intermetallic
layer between 2 substrates (driven by bulk energy). As
a result, the material properties change in time, which
may or may not be desired.

The phase-field approach has proven to be powerful
for simulating the morphological changes for different
processes, such as solidification, precipitation, marten-
sitic transformations and coarsening [1-3]. Characteristic
for phase-field models is that interfaces are assumed to
be diffuse and have a finite width. One advantage is that
phase-field models can tackle the evolution of arbitrari-
ly complex morphologies. While early applications were
mostly qualitative and for simplified materials, currently,

*

much more attention is given to quantitative aspects. To
reduce the computational requirements, so called ‘thin
interface’ phase-field models have been developed. In
these models the interfacial width is considered as a
numerical parameter that can be modified for numerical
reasons without affecting other system properties, such
as interfacial energy, diffusion behavior or bulk thermo-
dynamic properties. In this way, it has become feasible
to perform accurate 3D simulations for realistic dimen-
sions.

A ‘thin-interface’ formulation for grain growth in
single-phase systems was recently introduced by the
author [4]. This model can treat arbitrary misorien-
tation and inclination dependence and allows us a
high controllability of the accuracy of the simula-
tion results. In the present paper, this model for grain
growth in single-phase materials is combined with a
’thin-interface’ approach for multi-component alloys,
which was originally developed by Tiaden et al. [5] and
Kim et al. [6]. The reader is referred to [4] and [5-8] for
a theoretical derivation of the approach.

K.ULEUVEN, DEPT. OF METALLURGY AND MATERIALS ENGINEERING, LEUVEN, BELGIUM



1150

2. Model formulation

Model variables

Assume a polycrystalline material with C compo-
nents and different phases a,fB, ...p with different crys-
tal orientations. It is furthermore assumed that pressure,
temperature and molar volume are constant. The differ-
ent grains are represented by a large set of non-conserved
order parameter fields, which are a function of time ¢ and
spatial coordinates r,

7= (M1 (X, 1), a2y s NB1, TIB2s +evs Mpis ++2)-

The first symbol in the subscript refers to the dif-
ferent phases (with a different crystal structure) and the
second to different crystal orientations of the same phase.
Furthermore, C-1 independent conserved composition
fields, representing the local mol fraction of one of the
components, are used

X= (XI(I', t)’ s Xk

Thermodynamic Description
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The total Gibbs energy F of a heterogeneous system
is formulated as a functional of all field variables
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where ), * indicates a sum over all order parameter

pi

fields. The energy functional consists of a bulk con-
tribution Fp,;; and an interfacial contribution F;,. The
functional fy in the interfacial contribution is a fourth
order polynomial of the order parameter fields
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corresponding to the different phases and different crys-
tal orientations. The model parameters «, ¥ and m are
related to the interfacial free energy yin: (a physical prop-
erty of the system) and the diffuse interface width ¢,
(chosen based on numerical considerations) as

g(y) Vmk
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where g(y) and fjin(y) are evaluated numerically as de-
scribed in [4]. To distinguish between different interfa-
cial energies for different phase boundaries, « and y can
be formulated as a function of the order parameter fields
[4].

Following [5-8], the bulk free energy density f} in
the phase-field free energy description (1) is related to
the molar Gibbs energies G4 (xi,...,xc_1, T*) of the
different phases as a function of composition and for
temperature 7+ as

szzp:( G, T*) Zuk[xk—Z% } ©

m

with V,, the molar volume, ¢, the local fraction of phase
P> i the inter-diffusion potential for component k£ and
# = (], ..., xL_)) virtual composition fields for the dif-
ferent phases. Different from the models in [5-8], the
sum of the local values of the order parameter fields
may be different from 1 at interfaces. Therefore, the
local phase fractions ¢, are calculated from the order
parameter fields as

£
DRI
{ o#p i
with a an even natural number (usually a = 2 or 4 satis-
fies, for systems far from equilibrium it may be necessary
to take a larger than 4).

The virtual composition fields xf are calculated from
the real composition fields xx, so that

$o = Q)
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although the inter-diffusion potentials /7, may vary from
point to point in space. It can be verified for relations
(6)-(9) that within the bulk of a phase p, x; = x; and
Gm(xi) = Go(x7). Only at interfaces, the virtual composi-
tion fields differ from the real composition field. Thanks
to restriction (9), f, does not contribute to the interfa-
cial energy. As a consequence, interfacial energy and
thickness can be chosen independently by changing the
parameters «x, ¥y and m, and without affecting the bulk
properties.
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Fig. 1. (a) 3-dimensional representation of the homogeneous part in the phase field free energy for a system with 2 phases and 2 components,
represented by the field variables g1, Mg and Xg - ¢ and ¢g are the phase fractions of respectively the a and p phase. (b) Projection of the
free energy landscape from figure (a) on the plane xg — fiom. The common tangent which connects the compositons of the coexisting phases

for the two-pase region is indicated

Figure 1a shows a possible shape of the homoge-
neous terms from = Mfo(Ma1,Mg1) + fourk(Ma1,Mp1, x8) in
the phase field free energy (1), assuming a system with
two phases and two components (represented by 2 phase
fields nal and 7, and 1 composition variable xp). For
(Ne1 = al,mg = 0), the homogeneous free energy re-
duces to G*(xg)/Vy, and for (7,1 = 0,71 = 1) to GP
(xp)/V,,. For other values of the order parameter fields,
the homogeneous free energy interpolates between the
two composition dependent Gibbs free energy curves
using a function of the order parameter fields with rela-
tive minima at (17,1 = 1,751 = 0) and (17,1 = 0,751 = 1)
and a maximum in between. In this way the order pa-
rameters will vary between O and 1 only at interfaces.

ot 67],,,'

SF(T3) _

0
= -LG) = -L) (mé?T('7> ~ K@DV + —),Vnp,-,
pi

In Figure 1b, the 3D energy landscape is projected on
the X — from(77e1, g1, X8) — plane. The equilibrium com-
position and fraction of coexisting phases, which can be
obtained from the Gibbs free energy curves using the
classical common tangent construction and lever rule,
are reproduced in phase field simulations, except when
precipitates or grains are so small that interfacial energy
becomes important.

Evolution equations

The evolution of the non-conserved order parameter
fields is assumed to follow

0fp(17, X) (10)
anpi
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where L is a parameter related to the interface kinetics.
For grain boundaries between grains of a same phase, L
is related to the grain boundary mobility y;,, and grain
boundary velocity v;, as

o L /K
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equations (14) reduce to the phenomenological diffusion
equation of Fick.

Parameter determination

For all interfaces, the parameters y, x, m and L are
calculated iteratively for given interface energies Yin,
mobilities y;,, and a constant diffuse interface thickness
€g». The iterative procedure is described in [4] and im-
plemented in Matlab.

If parabolic functions of the form

Gp C-1 Ap
= > O = 1) + €7 (15)
M pk=1

with A7, C} and "f,o model parameters, are used for the
Gibbs energies of the different phases, equations (8) and
(9) result in a linear system of equations with the virtual
composition fields as unknowns, which can be solved
efficiently. The parameters in the parabolic Gibbs ener-
gy expressions (15) are obtained by fitting expressions
(17) to Gibbs energy expressions from thermodynamic
databases (obtained according to the CALPHAD method
[9]) within the composition range of interest, namely
around the equilibrium compositions of the coexisting
phases. For x; < 1072 or x;, > 1 - 10712, the A} are
taken 10 times larger than in the parabolic description
fitted for phase p, to prevent the molar fraction of a com-
ponent from taking an unphysical value beyond O or 1.

=Vo ) ¢M{h, k=1.C-1,
p

with g(y) a function of the model parameter y [4]. For
grain boundaries between grains of a different phase, the
velocity depends on both the kinetics of the interfacial
reactions (characterized by p;,,) and the diffusional trans-
port of solutes. For the processes described in this paper,
it can however be assumed that the movement of inter-
faces between different phases is diffusion controlled. L
(or pin) is then taken large enough to obtain diffusion
controlled interface movement, although not too large
for numerical efficiency.

If cross interactions are ignored, the evolution of the
composition fields x;(r,t) is given by diffusion equations
of the form [5-8]

13)

With Gibbs energy expressions (15), constant parameter
values for M result in constant diffusion coefficients DZ
for the different bulk phases. For systems farther from
thermodynamic equilibrium, it may be necessary to use
directly the Gibbs energy expressions from the thermo-
dynamic databases (instead of a parabolic approxima-
tion). Then, however, a more computationally intensive
iterative procedure [7] is required to solve equations (8)
and (9).

3. Diffusion and coarsening in Cu/Sn-0.02at% Cu
solder joints

During soldering, typically an intermetallic com-
pound (IMC) is formed between the molten solder and
the solid substrate. Due to diffusion the IMC and inter-
metallic precipitates in the solder alloy continue to grow
during device use. Because of their inherent brittle na-
ture, the morphology and thickness/size of the IMC layer
and precipitates strongly affect the mechanical properties
of the solder joint.

Simulations were performed for a Cu-substrate /
Sn-0.02at%Cu-solder joint annealed at about 180°C. A
phase diagram of the Cu-Sn system is shown in Figure
2. The (Cu)-phase (fcc), the (Sn)-phase (bct) and the
intermetallic CugSns-phase are considered in the simu-
lations; the Cu3Sn-phase is not considered for simplici-
ty. The initial composition of the solder is close to the
eutectic composition at which the solder solidifies. For
all phases, the interfacial energy is taken y;, = 0.35
J/m?2, the interface mobility u = 3 o 10> m?s/kg and
the diffuse interface width €, = 50 10”7 m. Based on
the phase diagram and existing Gibbs energy expres-
sions (SSOLA4 database [10]) for T*=180°C, the follow-
ing parameters were chosen in the parabolic free ener-
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AGD — 109’ s = 107 xésg)—0.979, ACu6SnS _ 1010,
COSS = —10°, xgg>" = 0.455. The parabolic free

energies are plotted in Figure 3.
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Fig. 2. Phase diagram of the Cu-Sn system. Relevant simulation conditions are indicated. The phases fcc-(Cu), CusSns and bet-(Sn) are

considered in the simulations
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Fig. 3. Parabolic free energies for the (Cu), (Sn) and CusSns phase used in the simulations of the lead-free solder joint. The equilibrium
compositions of the coexisting phases, determined by the common tangent construction, are also indicated. The equilibrium compositions of

the CueSns phase with the (Cu) and (Sn) phase are near 0.45

Several simulation experiments were performed
considering various values for the diffusion coeffi-
cients in the 3 phases. The initial compositions of the
CueSns-phase and the (Sn)-phase were always taken
close to their equilibrium composition, namely xp
0.9994 and xp = 0.455 respectively. The initial (area)
fraction of precipitates in a solder with composition
xp = 0,98 is accordingly 0.04. The initial composition of
the (Cu)-phase varied between xz = 0.001 (almost pure
Cu substrate) and xg = 0.05 (near equilibrium composi-
tion of (Cu)) for different simulation experiments.

The simulation images in Figure 4 show how the in-
termetallic CugSns-layer grows, consuming the (Cu) and
(Sn) phases, by diffusion through the intermetallic layer.
At the same time the intermetallic CugSns-precipitates
undergo Ostwald ripening by Cu diffusion through the
Sn-matrix. The volume fraction of the precipitates de-
creases in time as part of the Cu-atoms dissolved in the
Sn-matrix re-precipitate on the intermetallic layer (and
not on a precipitate). Finally, all precipitates vanish and
deposite on the intermetallic layer.
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Fig. 4. Simulation images of the coarsening of a solder joint formed between a (Cu) substrate and Sn-0.02at%Cu solder for equal diffusion
coefficients in all phases, DS**%= D{C¥ = D = 0.5 0 107 m?/s. The initial concentrations of the different phases are as indicated in the

schematic picture on the right

In Figure 5, it is shown how the concentration pro-
files across the solder joint change in time for differ-
ent diffusion parameters. In Figure 5a (equal diffusion
coefficient in all phases), the Cu phase is first enriched
with Sn while the intermetallic layer grows and the inter-
metallic precipitates coarsen. As long as the (Cu) phase
is not saturated in Sn, the intermetallic layer grows in-
to the solder, while it is consumed on the (Cu) side.
Afterwards, the intermetallic layer grows symmetrically
to both sides. For Figures 5b and 5Sc, diffusion in the
(Cu) phase is several orders slower than in the (Sn) and
CugSns phase. As a consequence, the composition of the

(Cu) phase remains almost constant. For Figure 5b, the
diffusion coefficients of the (Sn) and CugSns phase are
of the same order of magnitude. The intermetallic lay-
er then grows in both directions, although slightly faster
into the solder. For Figure Sc, the diffusion coefficient of
the CugSns phase is several orders of magnitude smaller
than that of the (Sn) phase. Then, the intermetallic layer
grows mainly into the solder, as diffusion of Sn through
the intermetallic layer is blocked due to the low diffusion
coefficient. In all simulations, the smallest precipitates
shrink and disappear and the larger precipitates grow.
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Fig. 5. Concentration profiles across the solder joints at different times and obtained from different simulation experiments with initial
composition of the Cu substrate equal to xs, = 0.001: (a) D§*S%= D(Sf‘“) = Dés“") = 0.5 0 107" m%/s; (b) D™ = 0.5 0 1072 m?/s,
DY = 0.5 0 1073 m?/s and D" = 0.5 0 1072 m?/s; (c) DS¥S = 0.5 0 1076 m?/s, DE™ = 0.5 0 10725 m%/s and DE™ = 0.5 0 1072 m%/s

4. Conclusions of the intermetallic layer and precipitates in a simplified
Cu-Sn solder joint. The effect of different values of the
diffusion coefficients on the evolution of the composition
profiles is examined.

It is straightforward to incorporate the CusSn phase

In this paper, a novel phase field formulation for
multi-component and multi-phase materials is intro-
duced and applied to simulate the growth and coarsening



1156

and extra components, for example Ag, in the model
description in future work, but computer requirements
will increase with the number of order parameters and
composition fields. Furthermore, a more extensive liter-
ature study on diffusion in Cu-Sn(-X) systems and more
experimental measurements and theoretical calculations
of the diffusion properties are required in order to make
simulations more predictive.
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